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# I.What is WebRTC ?

First of all I have to mention that **WebRTC** is a project supported by Google, Mozilla and Opera, amongst others, you can read more about this at the provided link [1]. If you want to read some more on the history of **WebRTC**, be sure to check *Harald Alvestrand’s* post on this topic [2], also a good article is written by *Sam Dutton* on the beginnings of real time web communication and early implementations with all the ups and downs [3].

In order to understand the concept of **WebRTC** first we must understand the peer to peer (also refered to as **P2P**) concept behind this new technology.

Basically peer to peer describes a type of connection from a client device (peer) to another device (other peer ) without the use of servers to send data between the two peers. Actually WebRTC requires some data exchange with some servers, named TURN and STUN, which can take care of Network Address Translators (NAT’s) and firewalls. We will mention these types of servers again when we’ll get into some more detail regarding the way in which connections are handled, created between the peers and destroyed. With the help of WebRTC a browser can directly exchange data with another browser, optimized for low latency, therefore it is a great choice for a range of applications which might include audio/video calling, file sharing between two peers and more. In our case it was used for a lightweight browser chat application, but we’ll get there soon enough.

As I mentioned before there are 2 servers that can take care of some aspects when using WebRTC:

* Clients need to exchange some data between them in order to coordinate communication with each other, sending their local configuration and receiving a remote configuration from the other peer. This process is called signaling.
* Peers have to be traceable and discoverable by each other even if hidden by NAT’s (Network Address Translators) or firewalls, this way communication is ensured between the peers.

## 1.1 Signaling

Signaling can be described as the process in which communication between two peers is established and coordinated by the exchange of small information regarding the nature of the peers. The process of signaling can take care of information exchange such as network data regarding IP addresses, ports, session control for establishing connections or closing them.

Setting up the signaling process is strictly in the hands of the application using **WebRTC**. As mentioned in the **Javascript Session Establishment Protocol** (JSEP), “*The thinking behind WebRTC call setup has been to fully specify and control the media plane, but to leave the signaling plane up to the application as much as possible. The rationale is that different may prefer to use different protocols…*”[5]. We can conclude that the signaling process must be in the hands of app using this technology.

But how is all this information exchanged ? The answer is **SDP** (**Session Description Protocol**). The information exchange works by sending your own description and receiving the other peer description. In other words my local description is set as the remote description of the receiver, and his local description sent towards me is set as the remote description.

## 1.2 RTCPeerConnection

**RTCPeerConnection** is used by **WebRTC** in order to create the connection between peers. It has two main tasks for starting the communication process. First discover the media plane that is going to be used between the peers for communication, and the second task is to find candidates for the connection. After these two tasks are completed, the signaling service comes into action and can start the exchange of data between the two peers.

The following stages are involved in the offer/answear mechanism. I’m going to refer to the two peers involved as caller and calee.

1. The caller creates **RTCPeerConnection** along with an offer (**SDP**) and a local description which is going to be sent by the Caller towards the calee.
2. The calee is going to set his remote description using the caller’s local description, and now is aware of the callers configuration.
3. The calee sends his own local description back to the caller, which in turn is going to set as the remote description of the caller by the caller.

The caller and the calee also have to exchange other information, regarding their own IP’s and ports configuration. This is done using the **Internet Connectivity Establishment** framework (ICE).

**ICE** is a technique used in computer networks used in order to find a way in which two machines can communicate over the network using peer to peer networking. The ICE framework was developed by the Internet Engineering Task Force. [7]

What about an **ICE** candidate in a **WebRTC**, how is he discovered and made known to the application ?

The following is a description from the JSEP draft: *“When a new ICE candidate is available, the ICE Agent will notify the application via a callback; these candidates will automatically be added to the local session description. When all candidates have been gathered, the callback will also be invoked to signal that the gathering process is complete.”*[6]

To summarize on our case, the caller creates an ***onicecandidate*** handler at the **RTCPeerConnection** object creation time. The handler is called when candidates become available. In the handler the caller sends his candidate information to the calee. The calee adds the information to the ice candidates list with the ***addIceCandidate***() method, therefore the remote peer description is set.

ICE candidate trickling is also available, meaning that the caller will incrementally provide candidates to the calee, and the calee will create connections without waiting for all candidates to arrive. As described in the JSEP draft : *“This process allows the callee to begin acting upon the call and setting up the ICE (and perhaps DTLS) connections immediately, without having to wait for the caller to gather all possible candidates. This results in faster call startup in cases where gathering is not performed prior to initating the call.”* [6]

The whole process mentioned above can be tricky when considering the existence of NAT’s and firewalls that is why we need the TURN and STUN servers. A simple explanation would be that the STUN server is used to get an external network address and the TURN server is used to pass on traffic if peer to peer connection fails. [3]

## 1.3 STUN

The WebRTC application uses the **STUN** server to discover IP’s and port’s of peers that are hidden behind a **NAT or firewall**. A peer can get a publicly accessible address ( accessible from the outside world ) for itself and create a link with another peer by passing this information. After establishing a public IP and port for the peer, the communication will continue with that peer using that **STUN** given address.

## 1.4 TURN

**TURN** servers are used to pass on streams of data between peers, not signaling data. The RTCPeerConnection starts by using **UDP** as a communication mean, if that fails it resorts to **TCP**, and if that doesn’t work **TURN** servers come into action. A **TURN** server provides its own public accessible address therefore proxies and firewalls don’t interfere in the process of peer communication via a **TURN** server.

# II. Purpose of the project

Implementing a lightweight standalone desktop-like web chat application, as a personal project. Recalling some DOM manipulation technologies like Jquery was a side objective. But why did I say desktop-like ? The vast majority of web chat apps don’t have the possibility to chat with multiple peers at once, or to minimize a chat window when the situation gets cluttered (before you jump to conclusions, I said the vast majority, not all other chat apps). Therefore implementing a standalone system that could do that turned out to be a fun personal project. The app is used at the company I currently work at, as a backup chat app for us (the development team).

# III. Motivation

Started to have a growing interest in web real time communication. I started reading different articles and I chose the best suited technologies for the job ( in my opinion ). My idea included some heavy DOM manipulation, a lightweight web server, easy to write and deploy, and also a plugin for the bidirectional real-time event based communication.

# IV. Technologies used

Heavy **DOM** manipulation like chat window creation, dragable chat windows, dynamic creation required a good **DOM** manipulation framework. Considering all this **JQUERY** turned out the perfect choice. The real-time communication is event drive and **socket.io** was the best choice. Due to the fact that **node.js** is used (socket.io and node.js go like peanut butter and jelly) a lightweight server was needed and **express.js** provided all the necessary requirements.

Using node led to the need to have all my **required(‘module’)** bundled up in a single script and sent as needed, and **browserify** came to the rescue.

Creating chat rooms require passwords to be kept on the server and encryption was necessary, this is where **cryptojs** helped, encryption for room passwords was done using AES and salt.

# V. Usage

# VI. Acronyms

SDP – Session Description Protocol

WebRTC – Web real time communication

UDP – User Datagram Protocol

TCP – Transmission Control Protocol

TURN – Traversal Using Relays around NAT

STUN – Session Traversal Utilities for NAT

ICE –Internet Connectivity Establishment

JSEP - Javascript Session Establishment Protocol

DOM – Document Object Model

HTTP - Hypertext Transfer Protocol

AES – Advanced Encryption Standard
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